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Abstract

Photon transport in plane-parallel, vertically inhomogeneous clouds is investigated and
applied to cloud remote sensing techniques that use solar reflectance or transmittance
measurements for retrieving droplet effective radius. Transport is couched in terms of
weighting functions which approximate the relative contribution of individual layers to
the overall retrieval. Two vertical weightings are investigated, including one based on the
average number of scatterings encountered by reflected and transmitted photons in any
given layer. A simpler vertical weighting based on the maximum penetration of reflected
photons proves useful for solar reflectance measurements. These weighting functions are
highly dependent on droplet absorption and solar/viewing geometry.

A superposition technique, using adding/doubling radiative transfer procedures, is
derived to accurately determine both weightings, avoiding time consuming Monte Carlo
methods. Superposition calculations are made for a variety of geometries and cloud
models, and selected results are compared with Monte Carlo calculations. Effective
radius retrievals from modeled vertically inhomogeneous liquid water clouds are then
made using the standard near-infrared bands, and compared with size estimates based on
the proposed weighting functions. Agreement between the two methods is generally
within several tenths of a micrometer, much better than expected retrieval accuracy.
Though the emphasis is on photon transport in clouds, the derived weightings can be
applied to any multiple scattering plane-parallel radiative transfer problem. including
arbitrary combinations of cloud, aerosol, and gas layers.



1. Introduction

Knowledge of cloud droplet sizes is important in physical and radiative cloud process
studies, climate modeling, and investigations of potential cloud-climate feedbacks [c.f.
Wielicki et al., 1995 for review)]. For example, droplet size is influenced by both droplet
concentration and water content. Droplet concentration is in turn affected by cloud
condensation nuclei concentrations present during nucleation, providing a link between
droplet sizes and cloud albedo via the so-called indirect effect of acrosols on climate
mechanism and cloud susceptibility [Charison et al., 1987, Twomey, 1974; Twomey,
1991]. The influence of droplet concentration on precipitation processes, and subsequent
consequences to cloud fraction and lifetime is also of interest [4/brecht, 1989; Austin et
al., 1995; Pincus and Baker, 1994]. In general circulation models (GCMs), droplet size is
used for the parameterization of cloud optical thickness from liquid water path. Several
studies have shown GCM radiation budgets to be sensitive to droplet size due to this
parameterization [Kiehl, 1994; Slingo, 1990]. All of these issues have helped spur interest
in the remote sensing of cloud droplet size.

In radiative studies, it is the effective radius (r, = / le that is the important measure
of the droplet size distribution. Solar reflectance measurements in visible and near-
infrared atmospheric window bands can be used to infer cloud optical thickness and
effective radius. The droplet size information is obtained with one of the water-absorbing
near-infrared bands, usually located in the 1.6, 2.2, or 3.7 um spectral region. These
retrievals presume the existence of vertically homogeneous, plane-parallel clouds, in
which case retrievals made with each near-infrared band should report the same droplet
effective radii. However, both theory and in situ measurements show clouds to exhibit a
measurable droplet size vertical structure; measurements and satellite imagery also
indicate horizontal inhomogeneities over many scales [e.g., Cahalan and Snider, 1989,
Gerber et al., 1994]. Since transport will be shown to be highly dependent on the amount
of liquid water absorption in the band, inhomogeneous clouds may lead to differences
among the individual near-infrared retrievals. Retrievals using an airborne imaging
radiometer flown over marine stratocumulus clouds have shown that significant
differences can occur among the three near-infrared bands [Platnick et al., 1999]. Though
fundamental sources of retrieval error may have been responsible (e.g., instrument
calibration), it is possible that cloud inhomogeneities were a contributing factor.

In investigating the sensitivity of cloud retrievals to cloud inhomogeneities, it is
convenient to consider the vertical and horizontal scales separately. The current work
focuses on vertical photon transport; approximations for horizontal transport were
previously discussed [Platnick, 1996; Platnick, 1999a]. It is useful in remote sensing
problems to couch vertical transport through plane-parallel layers in terms of a weighting
function which approximates the relative information content of each layer to the overall
reflected or transmitted signal. For cloud remote sensing, this primarily means
information regarding layer droplet size (related to droplet absorption). Though
weighting functions in single scattering problems are exact, any weighting for a multiple
scattering problem can only be approximate. Several weightings are investigated in this
paper, including one based on the average number of scatterings encountered by reflected
and transmitted photons in any given layer. A superposition technique, using basic
adding/doubling radiative transfer procedures, is derived to accurately and quickly
determine the number of layer scatterings, avoiding time consuming Monte Carlo
calculations. A simpler vertical weighting based on the maximum depth achieved by
reflected photons proves useful for solar reflectance measurements.

In summary, we will investigate vertical photon transport in plane-parallel,
vertically inhomogeneous clouds with direct application to cloud remote sensing
problems that use solar reflectance or transmittance measurements to infer cloud droplet
size. This is an extension to an earlier preliminary work [Platnick, 1996]. We begin in
section 2 with a discussion of the physics behind cloud droplet size retrievals, the use of
1.6, 2.2, and 3.7 um near-infrared spectral bands, and the basic implementation of the
algorithm which presupposes homogeneous clouds. Analytic models are then developed
for prescribing cloud droplet size as a function of cloud height or optical depth in section
3. These cloud models are used in later sections for assessing the effect of various droplet
size profiles on retrievals and weighting functions. Candidate vertical weighting
functions are proposed and discussed in section 4. Calculations of the vertical weighting
functions using derived superposition formulae are made for bidirectional reflectance and
transmittance remote sensing problems at various combinations of solar and viewing
angles, as well as for flux measurements. Selected results are compared with Monte Carlo
calculations. In section 5, retrievals made with the three near-infrared bands are presented
for several cloud models and compared with size estimates based on the weighting
functions. Conclusions regarding the impact of vertical structure on retrievals can then be
made. The possibility of inferring the droplet size profile from the three retrievals via an

inversion technique is discussed in section 6. Since the discussion is limited to transport



through plane-parallel cloud layers, we will often drop the geometric qualifier to keep the
language more concise. Unless otherwise mentioned, an inhomogeneous cloud will refer
to a cloud consisting of various plane-parallel layers, each having different radiative
properties.

2. Cloud Microphysical Retrievals

Simultaneous cloud microphysical and optical thickness retrievals using solar
reflectance measurements, along with in situ validations, began with Twomey and Cocks
[1982; 1989], Foot [1988], Nakajima and King [1990], and Nakgjima et al. [1991].
Though the physical basis for these retrievals is important in understanding the effects of
photon transport, only a summary will be attempted here.

Retrieval algorithms make use of multispectral information contained in bands
that are absorbing and non-absorbing for cloud particles. Since useful bands are located
in atmospheric windows to minimize the effect of molecular absorption, further mention
of absorption will be understood to refer to water particles and not water vapor or other
gases. Though we limit our discussion to clouds with liquid water droplets, the
algorithms can, at least in principle, also be applied to ice clouds [e.g., Ou et al, 1995;
Young et al., 1998]. Non-absorbing bands include atmospheric windows from the visible
up to 1.2um, each with particular advantages depending on underlying surface type or
amount of Rayleigh scattering. Reflectance in these bands depends primarily on cloud
optical thickness with only a small dependence on droplet size, mainly through the
droplet scattering asymmetry parameter. That is, a family of effective radius curves on a
reflectance versus optical thickness plot would very nearly overlap each other.
Reflectance measurements in these bands can therefore be used to help infer optical
thickness. Unless otherwise stated, reflectance will refer to the bidirectional quantity (i.c.,
a function of both solar and viewing directions) and not albedo, or hemispheric flux
reflectance (a function of solar direction only). For conservative scattering, cloud
reflectance increases monotonically with optical thickness towards a limiting value near
unity, though not necessarily exact unity for bidirectional reflectance.

The useful absorbing bands are centered around 1.6, 2.2, and 3.7pum, with the
longer wavelength bands having the greater absorption. These will be referred to
collectively as near-infrared bands (also referred to as shortwave and midwave infrared

bands). In each near-infrared band, droplet absorption increases with cloud droplet size
over the expected size range. The greater the droplet absorption the less the cloud
reflectance, all else being equal, and so near-infrared reflectance measurements contain
information about droplet effective radius. However, the near-infrared reflectance may
also have significant dependence on optical thickness. Thin clouds provide little
cumulative absorption to reflected photons because of the relatively small number of
scatterings which can occur, and so reflectance is highly dependent on optical thickness.
As a cloud becomes thicker, the near-infrared reflectance eventually reaches an
asymptotic limit, potentialty much less than unity, as absorption eliminates the possibility
that deeply penetrating photons can survive the increasing number scattering events
required to return to cloud-top. Beyond this limit, reflectance is constant with optical
thickness, leaving only a droplet size dependence. The value of the reflectance limit
decreases with increasing absorption (or with droplet size for a given band). The optical
thickness corresponding to this reflectance limit also decreases with increasing
absorption, ranging from about 5 to 30 for the 3.7 and 1.6 um bands, respectively. So the
3.7 um band is the most independent of optical thickness and the 1.6 um most dependent.
In summary, a family of effective radius curves on a near-infrared reflectance vs. optical
thickness plot would very nearly overiap for thin clouds and diverge toward different
asymptotic reflectances at large thicknesses, the difference being related to effective
radius. Simultaneous reflectance measurements in non-absorbing and absorbing bands
therefore contain the essential information required to infer both optical thickness and
effective radius. A graphical summary of these concepts can be found in the plots of
Nakajima and King [1990] and Platnick et al. [1999].

Solar retrieval algorithms compare measured reflectances in absorbing and non-
absorbing bands with calculated reflectances derived from homogeneous, plane-parallel
cloud models. These modeled reflectances are usually in the form of libraries which span
the expected range of cloud optical thickness, droplet effective radius, and solar and
viewing geometry. The retrieved optical thickness and effective radius corresponds to the
library reflectances (from at least one absorbing and non-absorbing band) which are
collectively closest, in some sense, to the measured reflectances. Since the libraries are
modeled after clouds which are uniform in both the vertical and horizontal, retrievals of
real-world clouds can be considered the plane-parallel, homogeneous equivalent
quantities. That is, the retrievals give the parameters of a homogeneous cloud having
nearly the same reflectances as the measured cloud for the particular geometry. Various
implementations of this basic approach with the 1.6 and 2.2 um bands are described in



the literature [Nakajima and King, 1990; Rawlins and Foot, 1990; Twomey and Cocks,
1989]. The 3.7 um band retrievals are complicated by cloud thermal emission which can
be a potentially significant part of the measured radiation. Since cloud emissivity will
vary with droplet absorption, thermal emission is a function of droplet size in addition to
temperature. An algorithm must therefore search for the effective radius that gives a total
above-cloud intensity consistent with both solar reflectance and cloud emission. Satellite
retrievals with this band include Arking and Childs [1985], Platnick and Twomey [1994],
Han et al. 19941, Platnick and Valero [1995]. It has also been demonstrated that there is
size information in cloud emissivity at longer wavelengths [Ackerman et al., 1995, Parol
etal, 1991).

A similar approach can be attempted with transmittance [Rawlins and Foot, 1990]
though these measurements (either bidirectional or flux) have much less dependence on
effective radius for both absorbing and non-absorbing bands. There are several reasons
for this. First, all transmittance curves must start and end at the same value regardless of
wavelength or cloud microphysics (e.g., flux transmittance goes from unity in the
absence of a cloud to zero for infinitely thick clouds). This is in contrast to near-infrared
reflectance curves which, as the cloud becomes optically thicker, monotonically
approach different limiting reflectance values depending on wavelength and effective
radius. So in the two extreme optical thickness limits, there is no possible cloud
information in a transmittance measurement. Secondly, at intermediate thicknesses, the
increase in forward scattering with droplet size tends to cancel the accompanying
increase in droplet absorption and, once again, little microphysical information is
available compared to reflectance measurements. However, for the same reasons,
transmittance in any one of the remote sensing bands is capable of reasonably good
optical thickness retrievals.

In the remaining sections, we will discuss photon transport in reflectance,
transmittance, and emittance problems. However, the emphasis will be on reflectance-
based effective radius retrievals of stratus clouds. These plane-parallel-like clouds are
most likely to be compatible with retrieval cloud models, but may still have significant
vertical inhomogeneities across the scales of photon transport. These inhomogeneities
may lead to errors or biases in the retrieved cloud effective radius. Clearly, there are other
potentially significant and morc fundamental sources of retrieval error, such as
uncertainties in the calculation of homogeneous cloud reflectances, instrument error, and
atmospheric conditions, to name a few [e.g., Han et al., 1995; Han et al., 1994; Platnick
and Valero, 1995]. There is also an unexplained tendency for size retrievals to be

significantly larger than in situ measurements, i.c., anomalous absorption [Nakajima et
al., 1991; Twomey and Cocks, 1989]. It is within this overall context that effects of cloud
inhomogeneities should also be examined. A better understanding of retrieval uncertainty
is especially important given the interest in global droplet size climatologies [Han et al.,
1994; King et al., 1992].

3. Vertical Cloud Structure

Cloud retrievals are based on vertically homogeneous cloud models. However, it
is known from both simple theoretical models and empirical data that cloud droplet sizes
are likely to increase significantly with height in a non-precipitating cloud. From
theoretical considerations, an adiabatic cloud profile has liquid water content increasing
linearly with height over large thicknesses. To the extent that droplet numbers have been
found to be relatively constant with height , droplet sizes would also increase with height.
A number of in situ measurements of cloud droplet size and/or liquid water content
vertical profiles have been reported [Austin et al., 1995 for midlatitude stratocumulus;
Curry, 1986 for arctic stratus; Garrett and Hobbs, 1995; Gerber et al., 1994; Nicholls
and Leighton, 1986; Noonkester, 1984; Slingo et al., 1982; Stephens and Platt, 1987). As
an example, Garrett and Hobbs [1995] measured effective radius increases at cloud top
relative to cloud base of about 50% and 100% in two stratocumulus case studies near the
Azores. However, it is difficult to obtain statistically meaningful profiles which would
require sufficient sampling at all levels in the same cloud region, and so profile
measurements often appear quite noisy. Nevertheless, most clouds appear to have liquid
water content profiles that are sub-adiabatic to some extent, especially near cloud top
[e.g.. Nicholls and Leighton, 1986], therefore having less drastic size increases with
height compared to an adiabatic cloud, though still potentially significant. Droplet size
profiles sometimes have a non-linearity suggestive of adiabatic, or near-adiabatic, liquid
water content profile . In other cases, droplet sizes seem to increase linearly with height.
Several analytical models for droplet size profiles are derived momentarily.

Due to varying absorption, microphysical retrievals made with different near-
infrared bands will sample different vertical portions of the cloud and infer different
effective radii. A retrieval in any given band represents the average radiative effect of the
droplet size profile for that band. A reflectance measurement in the 1.6 um band is least
affected by absorption and can contain information regarding droplet sizes in relatively



deep layers of the cloud. The 2.2 and 3.7 um bands have progressively more absorption
and the vertical sampling is more shallow. Clearly, assigning a single effective radius to
an entire cloud may be rather ambiguous from the remote sensing standpoint, especially
when using multiple near-infrared bands. Of course, the concept of a “correct” size
retrieval is only meaningful in terms of the intended application (¢.g., determination of
liquid water path, broadband fluxes, influence of CCN, etc.).

3.1. Analytic Droplet Size Profiles

We wish to derive models for cloud droplet size profiles for use in assessing the
impact of vertical structure on effective radius retrievals and the utility of vertical
weighting functions discussed in the next section. The vertical structure will be given by
m::v_m ‘mzm_v\:n profiles derived from various prescribed physical constraints, and not
from cloud dynamic and microphysical models.

The following nomenclature is used: the vertical variable for the radiation
problem is optical depth, t, measured from cloud top downward, while the term cloud
optical thickness, ., is used to indicate the overall optical depth down to cloud base. For
instance, we may refer to a level at an optical depth of 5, in a cloud with an optical
thicknesses of 10. We therefore require a specification of effective radius as a function of
optical depth for a given optical thickness, i.e., r(z%). In terms of geometrical height, -,
which will be defined to increase from zero at cloud base to 4 at cloud top, optical depth
at a wavelength 4, is given by
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where the extinction efficiency, Qe;(r), is approximately 2 for cloud droplet size particles
at the wavelengths of interest, and M(z)d- is the total droplet concentration in the
differential layer between - and z+d-.

First, consider an adiabatic cloud. Liquid water content, LWC, in a saturated
adiabatic process increases linearly with geometric height for lower clouds and over
extended thicknesses. Therefore, adiabatic cloud liquid water at the height z is given as
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where C=4mpy/3 and p, is the density of liquid water. Ignoring the differences between
the area-weighted radius, volume-weighted radius, and effective radius [Martin et al.,
1994), we can rewrite Eq. 2 as r (2)N(2) = co + ¢ =/h, where ¢y and ¢; are constants,
Assuming N is constant with height, r.(z) < (co + ¢ =/h)'*. A curvature of this type
(second derivative less than zero) is often seen in measured profiles [e.g., Stephens and
Platt, 1987]. Differentiation yields dz - Nr.X(2)dr.. Substituting this expression for d- into
the second form of Eq. 1, and integrating over r, from r.(:) to the cloud-top droplet
effective tadius, rigp, gives 7 « (7. (2)). The size profile can now be expressed in
terms of optical depth instead of geometric height. Rearranging gives
re(1,7.) = (a0 — a,7/7)" where the constants a=r’,, and a,= lioptbase are determined
from prescribed boundary conditions on droplet size, with ryae as the cloud base effective
radius. Though cloud base should be strictly defined as the level where liquid water
content and droplet size become zero, the location of cloud base from in situ
measurements is ambiguous due to sampling difficulties, uncertainty associated with the
measurement of small liquid water content and droplet sizes, and the rapid increase in
droplet size over relatively small vertical scales. In addition, these thin bottom layers with
small droplet sizes make the least contribution to cloud optical thickness. For these
reasons, a well-defined cloud base with a non-zero boundary condition is used. An
example of an adiabatic droplet size profile as a function of both optical depth and height
is shown in Fig. t for 7.=8, ryae=5 pm, and r,,,=12 pm. Droplet sizes are seen to quickly
increase with height from cloud base. The linear liquid water content profile is also
shown. Boundary conditions are consistent with a droplet concentration of about 60 cm®.
Analytic formulae for the adiabatic cloud model are summarized in Table | (profile B).

A sub-adiabatic liquid water content profile, having adiabatic liquid water near
cloud base but with increasing entrainment, or drying, towards cloud top can aiso be
described. In this case, liquid water can be specified with the power law (co + c1 =/A)’,
where 0<x<1 and ¢, ¢, are again constants determined from prescribed boundary
conditions. Equations for the droplet size profiles are given in Table 1 (profile ). An
example with x=0.75 is shown in Fig. 1 as the sub-adiabatic aloft profile. The reduction
in cloud top liquid water results in relatively less change in droplet size in the upper



portions of the cloud. Note that curves in Fig. | have identically prescribed boundary
conditions. For clouds forming in otherwise identical conditions, the sub-adiabatic cloud
would of course have a smaller cloud-top liquid water content boundary condition than
the adiabatic cloud and therefore less water and smaller droplet sizes at all levels.
Prescribing equivalent liquid water content in the lower parts of the cloud, the sub-
adiabatic model with x=0.75 gives a cloud top liquid water content about 60 % less than
the comparable adiabatic cloud.

Measured droplet size profiles are usually quite noisy and often appear to be
linear with height [e.g., Stephens and Platt, 1987]. Following the same procedure as for

the adiabatic cloud, it can be shown that r.(:)~: implies L wC~z' and

re(t,7) = (a0 — a7, )'*. The result is an analytic form similar to the adiabatic and sub-
adiabatic profiles as shown in Table 1 (profile (7). For the same prescribed boundary
conditions, this profile represents a cloud with sub-adiabatic liquid water content at
midlevels (i.e., the occurrence of a drying process in middle layers) and droplet sizes
decreasing more rapidly with cloud depth in the upper part of the cloud than for the
adiabatic profile, i.c., larger dr./d= or dr./dz at upper levels (see Fig. 1). Though the size
profile is recognizable in measurements, the accompanying liquid water profile is not
obvious in the in situ profiles previously cited and may not be realistic except for perhaps
multilayer or decoupled cloud layers. A profile with droplet size decreasing even more
rapidly with depth in the upper part of the cloud can be found by simply specifying
droplet size to be linear in optical depth, i.e., re(t.%.) = 8 — a1 7%, implying LWC~:* and
ro(z)~=" (profile 72 in Table 1). This profile gives the largest upper level dr./dz, providing
a useful test of the weighting function formulations in the next section.

Table | and Fig. | summarizes the four analytic profiles discussed. Consider a
reflectance-based size retrieval. Regardless of the assumed profile, droplet size retrievals
will differ in each of the near-infrared bands due to differences in droplet absorption
which increases with band wavelength. A reflection measurement at 1.6 pm, perceiving
the least absorption, contains information from deeper cloud layers than 2.2 and 3.7pum
measurements and so infers a smaller effective radius. Likewise, the 2.2 um size retrieval
will be smaller than the 3.7 um retrieval. For reflectance, all bands sample the upper
portions of the cloud more readily than lower parts, even for a band with no absorption
(e.g., in the visible). It is the profile of droplet size with respect to optical depth in the
upper parts of the cloud that has the most influence on retrieval size and band differences.
For the same prescribed boundary conditions, a profile having small values for the
derivative dre/dr in upper portions of the cloud will have sizes more nearly constant with
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optical depth implying larger retrievals and smaller retrieval differences among the near-
infrared bands. Therefore, all near-infrared bands will infer the largest droplet size for the
sub-adiabatic aloft profile, where dr./dr is smallest in upper portions of the cloud (see
upper plot of Fig. 1); retrievals for the adiabatic profile would not be much less. Size
retrievals would be smallest for the r.(t,7.) = £ profile which has the largest values of
dr./dt in upper portions of the cloud. Near-infrared retrieval differences would also be

greatest for this profile making it helpful for assessing the robustness of weighting
functions.

Four example test clouds, based on the adiabatic and r(7,7.) = 7 profiles (33 and D
in Table 1), are used in much of the subsequent analyses. These two profiles provide a
useful range in the size profile, specifically dr./dr at upper levels. Table 2 summarizes the
four test clouds for both profiles. The test cloud optical thicknesses range from a
relatively small 7.=5 to a moderately thick 7,=15. Clouds with thicknesses less than 7.=5
will not have a significant vertical signature. Clouds up to 7.=15 span the optically thick
limit for 2.2 and 3.7pum band reflectances (see section 2); lower layers will be
inconsequential in these bands for thicker clouds. The thickest cloud is assigned the
smaller droplet sizes (less droplet absorption) to allow lower layers some influence on
reflectance. The range of radii from cloud top to base is somewhat larger than typical in
situ measurements, but still realistic. For numerical purposes, the test clouds are built up
from individual homogeneous layers with optical thicknesses of 0.25 and integer values
of effective radii. Liquid water path is determined from the summation of the product of
layer optical thickness and effective radius (Eqs. 1 and 2 give the water path in layer i as
2rAt/3, in units of mE.N for r. in micrometers). Other microphysical quantities such as
liquid water content, LW(', and droplet concentration, N, cannot be uniquely determined
from specification of optical thickness and droplet sizes alone. Liquid water content
requires knowledge of N, and only the product Mk is specified (Eq. 1). Recall that ¥ 1s
assumed constant with height in all analytic models. Table 2 gives values of N and LWC if
all clouds have a geometric thickness of 0.3 km. The small values of N, representative of
pristine air conditions, arc a consequence of the relatively large prescribed cloud top
effective tadii. The adiabatic profile has the more reasonable liquid water content at the
cloud boundaries, whereas the other profile is much wetter due to larger droplet
concentrations. Model results and conclusions are discussed at the end of the next
section. Results from the other two analytic profiles were also examined. The 7.~ profile
(") is used in many of the weighting function plots.
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4, Multiple scattering weighting functions

Two immediate questions come to mind. First, to what extent do the three near-
infrared bands infer different effective radii for realistic size profiles? Secondly, do
measurements in the near-infrared bands contain information sufficient to infer the size
profile? That is, can an inversion technique be devised.

One approach to these questions is to make repeated forward calculations of cloud
reflectance (or transmittance, emittance) with various vertical profiles and use the results
as input to a retrievals code. However, the exercise would provide limited insight since
information is unavailable on the contribution of individual layers to the retrieval result.
The lack of layer information would also make it difficult to assess the possibility of
implementing an inversion for the size profile. A more useful approach is to understand
the radiative contribution that various layers impart to the overall size determination. For
a single scattering problem, this is achieved by couching the problem in terms of vertical
weighting functions describing the intensity at a boundary in terms of the cumulative
contribution of individual layers. A common example is an infrared sounding technique,
where the weighting function at some wavelength is derived from the net transmittance
between an emitting layer and the top or bottom of the atmosphere. In the solar region,
backscattered ultraviolet measurements infer stratospheric ozone profiles with weighting
functions given by ozone path absorption. The single scattering condition provides a one-
to-one correspondence between the emitted or scattered radiation from some level and the
measured signal. In the case of the cloud problem, multiple scattering destroys this
correspondence as radiation may scatter in many layers. However, this doesn’t exclude
the possibility of useful, though approximate, vertical weighting functions being
developed for multiple scattering problems.

For the retrieval of cloud droplet sizes, we seek a weighting function, w, defined
such that the retrieved effective radius, r., derived from near-infrared solar reflection or
transmission measurements of a cloud with known optical thickness, 7., can be
determined from:

al

~
i

[ r(t)w,(1,7,)dT . 3)

<
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Both r, and w are shown as wavelength or band dependent, giving a set of
inversion-like formula for r.(7). The dependence of the weighting function on r.(7) and
solar and viewing geometry is not shown explicitly. The full functional dependence
should be written as wm(7, T, 1. o, Fe(7)) where  and p are the cosine of the solar and
viewing angles, respectively. We will use the more explicit notation only when needed.

Note that the weighting function is normalized in this definition, i.c,, Eq. 3 must
give r, = r, for a droplet size profile that is constant with height. The ability to infer 7.(7)
ultimately depends on the relative orthogonality of w at the various near-infrared bands
(1.6, 2.2, and 3.7pum). The weighting function needs to capture the multiple scattering
nature of the problem. Weightings based on single scattering properties, such as layer
extinction or single scattering albedo will not, in general, be sufficient [McFarquhar and
Heymsfield, 1998]. Several possibilities for an appropriate weighting function exist. We
begin with a simple weighting for reflected radiation.

4.1 Weighting by Maximum Vertical Photon Penetration

A weighting proportional to the maximum vertical penetration obtained by
photons will capture some aspect of the multiple scattering process for reflected
radiation. Such a weighting could, of course, be found from a Monte Carlo calculation
where the total fraction of reflected photons penetrating to each layer can be determined.
However, such a method is computationally intensive. A faster and more efficient mean
of calculating this weighting is through superposition principles based on standard
adding/doubling radiative transfer techniques.

Consider the bidirectional reflectance R(r.) from a cloud with optical thickness .,
where the dependence on droplet size, and solar and viewing angles is understood.
Assume the cloud is over a black surface. The addition of a differential layer drto the
base of the cloud results in a reflectance increase of dR = R(t.+ d7)-R(z.). By definition,
dR represents the part of the total reflected signal R(z.+dx) contributed by photons that
penetrate only as deep as the .+ dr layer. Photons penetrating deeper would be absorbed
by the black surface, while photons which have all scatterings above the . level do not
contribute to dR. Therefore, the ratio dR/R(t-+dr) must represent the fraction of all
reflected photons that penetrate to a maximum depth between . and 7.+ dr. This must
also hold true for arbitrary layers within a cloud. That is, (R(r+ d1)-R(1)) /R(7) gives the
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fraction of all reflected photons that penetrate to a maximum depth between 7 and
7+drin a cloud of total thickness 7.. Note that R(7) is the reflectance from the portion of
the cloud above the level r, i.e., calculated with lower layers absent. A normalized
weighting compatible with Eq. 3 is therefore

dR(1)
dr

W(r.7e) = M.QJ.

C]

where the subscript m signifies a maximum penetration weighting. As with reflectance,
w,, also has a functional dependence on the effective radius profile, and solar and viewing
geometry. It should be noted that the derivative is calculated for a dr layer added to the
base of the cloud, not the top. This is an important distinction when cloud microphysics
varies with height.

The interpretation of wn as a weighting proportional to maximum photon
penetration is valid for a black surface. This is still valid in presence of a reflecting
surface if it is understood that the weighting represents the maximum penetration of only
the subset of reflected photons that do not scatter off the surface. Accounting for surface-
reflected photons is at odds with the weighting definition since all such photons will have
passed through the deepest possible cloud level, ie., cloud base, at least once. The extent
to which a known surface reflectance will modify the inference of effective radius, re, for
a vertically inhomogeneous cloud will be discussed later. If the difference between the
retrieval with and without a typical surface reflectance is negligible, then Eq. 4 is still
directly applicable. However, if the surface significantly modifies the retrieved cloud
effective radius, r,. then there should also be a noticeable change in the weighting
(Eq. 3).

Calculations are made using the adding/doubling or superposition technique of
Twomey ef al. {1966]. Cloud reflectance for all combinations of selected incoming and
outgoing angle bins is described by the scattering matrix S. The elements S;; give the
ratio of intensity (radiance) at the top of the cloud scattered into the g, +Ap/2 bin direction
due to incident intensity from the yAu/2 direction (¢ representing the cosine of the
zenith angle). Typically, 10 p-bins of width 0.10 are sufficient for capturing the angular
distribution of intensity in the multiple scattering problems of interest. Bidirectional
reflectance is proportional to S;/u. Note that g is equated with the cosine of the solar
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zenith angle (usually represented by u, in continuous angle notation) and y; with the
viewing angle (usually u). Reflectance in Eq. 4 can therefore be replaced by elements of
S corresponding to the appropriate solar and viewing geometry. Writing angular
dependencies explicitly, the weighting can be expressed in this notation as
Wl T.T., 1, 1) = (dS A7)/ 7Y/ S (7). For use in Bq. 4, a library of S-matrices were
calculated for thin homogeneous cloud layers of optical thickness 0.25, across a range of
integer effective radii. Libraries of corresponding diffuse transmittance matrices, T, were
also calculated. Then the matrices S(7), needed for calculating reflectances and their
derivatives, can be determined from standard adding techniques using the individual layer
matrices superimposed according to the prescribed effective radius profile. Azimuthal
variations can be included through a Fourier expansion of the scattering matrices, giving
a set of harmonic matrices. Only the fundamental, or azimuthal-averaged reflectances are
presented in this paper, which should be sufficient for the multiple scattering problems
being considered. Because of reciprocity in bidirectional reflectance [Chandrasekhar,
1960, p. 172], an exchanging of solar and viewing directions does not change the
weighting function, i.e., Wm(%. 7. i, o) =wp(T,T., o, ). A maximum penetration weighting
for a reflected flux (albedo) measurement can be calculated in a similar manner;
bidirectional reflectance in Eq. 4 is simply replaced by the albedo, which can be found
from the S matrix {Plamick, 1999b].

An example of the weighting function w,, is plotted in Fig. 2 for profile . Details
of the cloud model are given in the figure caption. The shape of the weighting function
will be discussed shortly. Excellent agreement with Monte Carlo calculations, also shown
on the plot, confirms the interpretation of Eq. 4 and verifies its numerical
implementation.

4.2 Weighting by the Average Number of Photon Scatterings

A weighting proportional to the average number of scatterings experienced by
photons in individual cloud layers would seem more capable of accounting for the effect
of multiple scattering on retrievals from vertically inhomogeneous clouds. Consider a
reflectance-based retrieval. In a Monte Carlo calculation, this weighting can be found
from the total number of scatterings encountered by reflected photons in each layer. The
normalization is then the total number of reflectance scatterings in the cloud. Dividing the
number of scatterings in each layer by the total number of reflected photons gives an
alternative expression for the weighting. Now the normalization becomes the average
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number of scatterings for all refiected photons and the weighting is proportional to the
average number of reflectance scatterings in each layer. For example, a normalization of
10 would mean that each reflected photon had, on average, 10 scatterings in the cloud. Of
course some photons will have had more scatterings and some less. Likewise, the
normalized layer average can then be equated with the fraction of reflected photons
having a scattering in the layer (this is a useful interpretation). For example, a layer
average of 0.5 can be interpreted as meaning that on average, haif of all reflected photons
had a scattering in that layer. This fraction will be much less than one for thin layers and
can be greater than one if the layer is thick enough to generate muitiple scattering.

Though this weighting is more involved than w,, where only the deepest
scattering layer encountered by a photon was considered, it remains to be seen whether it
provides a better weighting in the sense of Eq. 3. However, untike w», a weighting based
on layer scattering can be defined for transmittance as well as reflectance. We designate
this weighting by w% where the subscript N signifies a number of scatterings weighting
and the superscript r refers to a reflectance weighting (superscript ¢ will refer to a
transmittance weighting). Monte Carlo calculation are computationaily intensive and
would limit the utility of the weighting. As before, a much more efficient means of
calculating this weighting is also available through superposition principles and is
described in detail in Plamick [1999b). A short summary follows.

Consider a cloud consisting of two finite cloud layers which are in general
different. A reflected (transmitied) photon may make multiple passes between the two
layers en route to cloud top (base). An infinitesimal cloud layer is now imbedded
between the two finite layers. The layer can be made arbitrarily thin so that only single
scattering encounters are important. That is, the probability of a photon having multiple
scatterings within the layer during transits between the finite layers is insignificant by
comparison. The differential portion of the reflected intensity consisting of photons
having a scattering in the infinitesimal layer located at a depth 7 in a cloud of total
thickness 7., dR(t,7,), can then be determined. As usual, the dependence on droplet size
profile and solar/viewing geometry is understood. If the total cloud bidirectional
reflectance R(t,) is proportional to the total number of reflected photons, then dR(z,.)
must be proportional to the number of reflected photons having a scattering in the
infinitesimal layer. The ratio dR(7,7.)/R(z,) therefore gives the fraction of reflected
photons having a single scattering in the infinitesimal layer, a number much less than
one. As discussed above, this is also equivalent to the average number of scatterings in
the layer for all reflected photons. Integrating this ratio from rto t+At then gives the
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total fraction of photons having a scattering between the levels rand t+Az This fraction
can become greater than one when multiple scattering becomes important. Likewise, the
integration also gives the average number of scatterings between those levels. Once
again, all calculations are made using the adding/doubling matrix formulation of Twomey
[1966]. As with the maximum penetration weighting, there is also reciprocity upon
exchange of solar and viewing directions for the bidirectional form of this weighting, i.€.,
W (T, T, 1, o) = Wy (T, T, Lo, 1) [se€, Plamick, 1999b].

Examples of a reflectance and transmittance weighting, w and wh, respectively,
for a 2.2 im channel are shown in Fig. 2. Calculations are for 7.=8 and effective radius
profile € (re~z) from Table 1 with cloud top and cioud base effective radii of 12 ym and
5 um, respectively. Other details are given in the caption. Both superposition and Monte
Carlo calculations are shown. The agreement is excellent, establishing the use of
superposition formulae in calculating these plane-parallel scattering statistics. The figure
also shows the maximum penetration weighting for reflectance, w.. In both cases, the
upper part of the cloud is weighted more heavily then lower portions as expected, with
w5 being the more extreme. The transmittance weighting is relatively symmetric with
optical depth, showing a broad maximum throughout the middle layers of the cloud.
Figure 3 shows the weighting functions for three different cloud optical thicknesses, with
the same microphysics and geometry of Fig. 2. The small decrease in w,, at cloud top 1s
due to an initial increase in the derivative dR/dz (Eq. 4) for thin clouds. In this example,
dR/dr increases as effective radii decrease, regardless of optical thickness (a result of both
decreasing asymmetry parameter and droplet absorption at smaller radii). This explains
the slight increase in wn near cloud base for the thinnest cloud example where smaller
effective radii in the lowest layer are contributing incrementally more to the overall
reflectance than adjacent layers. The average number of scatterings also agree with
Monte Carlo calculations for both reflected and transmitted photons at all optical
thicknesses of interest [Platnick, 1999b].

5. Retrieval Examples for Vertically Inhomogeneous Clouds

The accuracy of the proposed weightings in estimating reflectance-based retrieved
effective radii from vertically inhomogeneous clouds, via Eq. 3, was tested on the cloud
models described in Table 2 for cloud effective radii increasing with height. Two
specifications for the vertical size profile, profiles A (adiabatic) and [ (r.~1) from Table
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| are used. The latter profile may be physically unrealistic for single cloud layers, but
provides the most rapid decrease in droplet size with depth in the upper part of the cloud.
So reflected photons sample a greater variation in droplet sizes and, due to the smaller
droplets, can penetrate to deeper layers. This profile therefore provides a more
demanding test of the weightings compared with the adiabatic model where droplet size
decreases more slowly. Four clouds, each with different optical thicknesses and effective
radius boundary conditions at cloud base and top, are considered for each profile as
discussed in section 3.1. Comparisons between weighting-derived size estimates and the
retrieval code are made for each of the three near-infrared bands.

As mentioned, the model clouds were built up from thin homogeneous cloud
layers of optical thickness 0.25. Each layer was assigned an effective radius equal to the
integer value closest to the profile-specified size at the depth corresponding to the layer
midpoint. For example, the cloud model with 7.=5 consisted of 20 individual layers
having effective radii of 8, 9, 10, 11, or 12 um. Reflectances in the various bands were
calculated for the model cloud using the superposition/adding techniques already
discussed. These reflectances then served as measurement input to a retrieval code which
determined effective radius by matching the model cloud reflectance with entries in a
homogeneous cloud reflectance library spanning the expected range of retrieved radii and
optical thickness (see Section 2 for more detail).

In the usual implementation of a retrieval algorithm, both an absorbing and non-
absorbing band are used so that effective radius and optical thickness can be retrieved
simultaneously. However, for the vertically inhomogeneous cloud, this can lead to slight
differences between the retrieved optical thickness and the actual thickness. This error in
optical thickness may then affect size retricvals. This is most pronounced when using the
less absorbing near-infrared bands, with relatively large optical thickness at the
asymptotic reflectance limit, in conjunction with thin clouds. To the extent that the
weighting function estimation of Eq. 3 implicitly assumes that optical thickness is known,
we wish to isolate the size retrieval from its optical thickness dependence. So for
consistency, retrievals in the following comparisons are made with the optical thickness
specified. However, letting the optical thickness be a variable during the retrievals only
had minor impact, typically modifying retrieved effective radii by less than 0.2 um for the
1.6 and 2.2 um bands; no differences were found in 3.7 um size retrievals because of the
band’s greater absorption. The 3.7 pum band results use the reflectance signal only, i.e.,
cloud emission in the band can be considered to have been removed without error.
Further, all retrievals are made in the absence of an atmosphere and with a black surface
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in ail bands. The comparisons are shown in Table 3a for a bidirectional reflectance
measurement with cosines of the solar and viewing zenith angles of 0.65 and 0.85,
respectively. The first column under each profile gives the retrieved effective radius
using the retrieval code. The second and third columns estimate the retrieval with Eq. 3
using weightings w» and wh, respectively. Results are shown for cach of the three near-
infrared bands.

Several observations can be made regarding the retrievals. First, since effective
radius was specified to increase with height, retrieved sizes increase with band
wavelength (i.e., water absorption). Secondly, differences between 1.6 and 2.2 um
retrievals are always less than between those bands and the 3.7 pm band retrieval. The
magnitude of the size difference depends on cloud thickness and droplet size profile. For
the adiabatic profile, this difference ranges from 0.8 to 1.5um for the 1.6 and 3.7 pm
bands. Differences between 1.6 and 2.2 um band are smaller, ranging from 0.3 to 0.6 um.
Finally, for otherwise identical clouds, retricvals for size protile /) are always less than
for the adiabatic profile as expected and differences between the near-infrared retrievals
are larger by more than several micrometers. Conversely, the more realistic sub-adiabatic
aloft profile (profile { in Table 2) would result in slightly larger retrievals in all bands
than the adiabatic profile, and differences between the bands would be somewhat smaller.

Both weightings do a good job in approximating the retrieved radius, and are
practically equivalent in the 3.7 pm band. However, the maximum penetration weighting,
wm, gives the best retrieval estimate for all bands and over a wide range of cloud
thicknesses and droplet sizes. The average number of scatterings weighting, wx,
weighting tends to overestimate the retrieved size more than w,,. This i1s somewhat
surprising given the higher order scattering information contained in the weighting. In an
attempt to reduce the size estimate, various modifications to the wh weighting were
considered, including one proportional N; @,"", where @, is the layer single scattering
albedo. This modification typically reduced the size estimates by only a tenth of a
micrometer, leaving the w, estimate as the preferred weighting. Fortunately, the wmn
weighting also has the advantage of being the simplest to calculate. For all cloud models
in Table 3u, differences between wy, size estimates and retrievals for the adiabatic profile
are within 0.3 pm for the 1.6 um band, and within 0.1pum for the 2.2 and 3.7 um bands.
These differences are small compared with estimates of size uncertainty based on
homogeneous cloud retrievals [Platnick and Valero, 1995]. The sub-adiabatic aloft
profile results in slightly smaller differences (not shown). Protile [ provides the most
demanding test of the weighting function. Now, size differences are within 0.9, 0.2, and
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0.2 um for the 1.6, 2.2, and 3.7 um bands, respectively. With the exception of the 1.6 um
band retrieval estimates, agreement is still excellent.

As another test of the weightings, consider clouds where effective radius
decreases with height. While such a profile might be physically realizable in clouds
containing drizzle, the current interest is mainly in checking the accuracy of the
weightings when the more absorbing layers are located towards cloud base. This
effectively increases photon penetration compared with an otherwise similar cloud having
the larger radii at cloud top. Comparisons using the cloud models in Table 3a were
repeated, but with the size profiles reversed from top to base. This is described by the
identical profiles of Table I, but with the original boundary conditions 7pgse and 71op
switched. The adiabatic profile now decreases relatively slowly from cloud base upwards,
with a rapid decrease near cloud top. Results are shown in Table 3b, where the wp, size
estimate is now larger than the w\ estimate. Again, the wn weighting estimate gives the
best comparison with the retrievals, with overall differences similar to the previous
results.

A further test of the w,, weighting arises when two separate cloud layers exist,
such as a mid-level cloud overlying a stratus deck, each with significantly different
droplet sizes. lgnoring absorption and scattering in the medium between the clouds, we
can model the two layers as a single contiguous cloud with a discontinuity in the droplet
size profile. This size discontinuity can provide a more demanding test of the weighting
function, at least for bands where a significant part of the weighting is from the lower
cloud layer. As an extreme case, consider two homogencous clouds. Let Ry be the
reflectance in some band for the upper cloud alone, and R, the net reflectance resulting
from the supérposition of both clouds. Then from Eq. 4, the net integrated weighting for
the upper and lower cloud is Ri/R, and (Re-Ri)/Re=1-Ri/R,, respectively. Applying Eq. 3
therefore gives a weighting-inferred effective radius estimate of
Fe=re(RIR)Fra(1-RI/R:), where re and r., are the effective radii in the upper and
lower cloud, respectively. For example, let r,,=10um, r.,=5um, 1=0=5 (ie.,
7=10), u=0.85, and 1,=0.65. The net weighting for the upper cloud is found to be 0.62,
0.68. and 0.92 for the 1.6, 2.2, and 3.7 um bands, respectively, giving size estimates of
8.1, 8.4, and 9.6 um, respectively. The estimates for the two longer wavelength bands are
found to be within 0.2 um of the retrievals (same analysis as Table 3), whereas the 1.6 um
size estimate is about 0.8 um larger. As in Table 3, the 1.6 um band weighting estimate
tends to differ most from the retrieval. This is due to the band’s relatively weak droplet
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absorption, and hence limited size information for clouds much thinner than that
corresponding to the asymptotic reflectance limit.

We conclude that w,, provides an accurate, and apparently robust, weighting for
use in Eq. 3. Furthef plots of this weighting are shown in Fig. 4 for visible and near-
infrared bands and the cloud described in Fig. 2. The optical depth corresponding to the
weighting-derived retrieved size is indicated on the plot. For the same cloud and solar
zenith angle, Fig. 5a shows the weighting dependence on viewing angle for
0.45 <12 <0.95, in each near-infrared band. The weighting for albedo is also shown. Tt is
clear that larger viewing angles correspond to an increase in the upper cloud weighting.
Retrieved sizes will therefore vary with both solar and viewing angles for inhomogeneous
clouds. Table 4 gives the retrieved effective radius in each band as a function of viewing
angle for the cloud of Fig. 5. Retrievals change by about 0.8 um in the shorter wavelength
bands for 0.25 <1 <0.95. The optical depth corresponding to the retrieved size is also
given in the table along with the corresponding relative geometric depth 1-/A (- is height
from cloud base, # is total cloud geometric thickness). These depths are the level at which
an in situ aircraft would have to fly to measure droplet sizes equivalent to the retrievals.
The corresponding relative optical depth, /7., ranges from less than 0.1 for the 3.7um
band at y=0.25, to over 0.5 for the 1.6 um band at a nadir view; similarly, relative
geometric depth ranges from 0.05 to 0.4. respectively. Exchanging solar and viewing
directions results in identical weightings, size estimates, and retrievals due to reciprocity
in bidirectional reflectance as discussed previously. So the results of Fig. Sa and Table 4
are also valid for p=0.65 and i, varying.

Two observations can be made. First, aircraft microphysical sampling at a single
cloud level can give misleading validation results. Consider the adiabatic cloud example
of Table 4 for u=0.85. An aircraft flying below cloud top at an altitude equal to one-third
of the cloud geometric thickness, would measure an effective radius exactly equivalent to
the 2.2 um band retrieval of 10.6 um. The 1.6 um band retrieval is practically identical
(10.5 um), also agreeing with the in situ measurement. However, the 3.7 um band
retrieval would be 11.4 um, or almost 1 pm larger than the measured effective radius. The
discrepancy would not be a fault of the retrieval, but an artifact of using in situ data from
single level measurements in validating retrievals from a vertically inhomogeneous
cloud. Of course, this discrepancy could increase or decrease significantly depending on
the cloud optical thickness and droplet size profile. Droplet size measurements made at
other cloud levels would differ from the 1.6 and 2.2 um band retrievals as well. As the
viewing and/or solar zenith angle increases, the cloud level consistent with the retrievals
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moves towards cloud top. Therefore, a second observation is that for large zenith angles,
it may be difficult to measure droplet sizes in the very upper regions of the cloud as
needed for validation. This is especially true for comparison with 3.7 um band retrievals
where validation requires in situ measurements in the upper 10 % of the cloud for u<0.55
(or o).

5.1 Liquid Water Path Estimates

An estimate of liquid water path, LWP, can be made from optical thickness and
effective radius retrievals. Combining Eqs. | and 2 while ignoring differences between
the area-weighted, volume-weighted, and effective radius, yields LWpP=2tr,/3, with
effective radius in micrometers and liquid water path in gm™. The calculation is strictly
valid only for homogeneous clouds having a constant droplet size at all levels. Previous
results can be used to test the accuracy of the formulation for the inhomogeneous clouds
of Table 2. Water path calculations are shown in Table 5 for the adiabatic cloud model,
using size retrievals from Table 3a. Liquid water path retrievals generally overestimate
actual water path since retrieved effective radii tend to be Jarger than the mean cloud
droplet size. However, overestimates of the actual water path using 1.6 and 2.2 um band
retrievals is seen to be less than 10 %, and only about 5% on average. The 3.7 um band
retrievals, having larger retrieved effective radii, overestimate water path by 5-17%, and
by about 12 % on average. As expected, the thicker clouds produce the larger errors. Use
of the sub-adiabatic cloud model (profile ) results in smaller liquid water path retrieval
errors than for adiabatic clouds. Cloud profile £ retrievals tend to give largest water path
errors with estimates being, on average, about 3 %, 9 %, and 20 % greater than actual for
the 1.6, 2.2, and 3.7 jtr band retrievals, respectively. In one case (.=5), the 1.6um band
retrieval gives a water path less than the actual. However, as already discussed, protiles 4
and B are considered the most physically realistic profiles for single layer clouds, while
profile > mainly serves to test the weighting formulations under more extreme
circumstances. The results suggest that retrievals can provide reasonable estimates of
liquid water paths, even for moderately thick vertically inhomogeneous clouds.

5.2 Comments on Transmittance-Inferred Retrievals

We have discussed the ability of the proposed weighting functions to predict
reflectance-inferred size retrievals. Size retrievals can theoretically be made with
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modeled transmittances in a manner similar to the reflectance-base retrievals of Table 3.
However, transmittance measurements contain relatively little information regarding
droplet size compared with reflectance measurements. This is due, in part, to the
competing way in which droplet single scattering albedo and asymmetry parameter vary
with effective radius as discussed in section 2. Two difficulties occur. First, the
sensitivity of transmittance to effective radius over the expected droplet size range is
much smaller than for reflectance. This a common difficulty to all the near-infrared
bands. For example, |d7/dr,|<0.005 in the 22um band (for 7.>1, r.=8um, u=0.85,
1.=0.65). In comparison, sensitivity for reflectance, dR/dr., is larger by a factor of3to 8
for the same situation. This implies that successful real-world transmittance retricvals
would require much more accurate measurements and cloud models than reflectance
retrievals. Secondly, and more problematic, transmittance curves do not always
monotonically decrease with effective radius in the 1.6 and 2.2 um bands. This can result
in multiple solutions when attempting transmittance-inferred size retrievals. The problem
does not appear to be as significant for the 3.7 pm band, though retrievals are now limited
to relatively thin clouds due to the larger droplet absorption. Emission is also a source of
difficulty in this band. So from a theoretical perspective, with no measurement or model
error, we can at least test the effectiveness of the transmittance weighting w\ for the
3.7 um band. The approach is identical to reflectance. For the thinnest cloud in Tabie 3a
(1.=5) the weighting gives size estimates within about 1 um of the retrievals for both
profiles, a greater discrepancy than for reflectance. The information content in
transmittance measurements requires further study. However, for present purposes, the
transmittance weighting calculation will still prove worthwhile in that the overall average
number of scatterings can be used to estimate horizontal transport [Platnick, 1999a].
Figure 5b shows the transmittance weighting function, wh, for the near-infrared bands as
a function of viewing angle for the same cloud of Fig. 5a.

5.3 Retrievals in the Presence of a Reflecting Surface

Retrievals and weightings have been presented for clouds overlying a black
surface. If downwelling intensity from cloud base can be considered Lambertian, the
surface albedo of the ocean in visible and near-infrared bands is relatively small at about
0.04 (assuming that specular Fresnel reflectance is the main component, and ignoring
surface roughness and sea foam). Land surface reflectances may vary widely for these
bands [Kaufman et al., 1997]. It is not obvious whether retrievals over a known reflecting
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surface will differ significantly from retrievals for the same cloud overlying a black
surface. The assumption of the surface reflectance being known is very important. Error
due to imperfect knowledge of the surface reflectance is not being investigated here, but
rather the impact of the surface on the vertical weighting and size retrieval. It is expected
that reflected photons having a scattering with the surface will increase the information
contribution of lower layers and tend to reduce the retrieved effective radius (when
droplet sizes increase with height). If the difference between retrievals with and without a
known reflecting surface are negligible, then Eq. 4 is still directly applicable as a useful
reflectance weighting. However, if the surface significantly modifies the retrieved cloud
effective radius, r,, then Eq. 3 implies that there must also be a noticeable change in the
weighting. Calculations of both numerator and denominator in Eq. 4 can still be made in
the presence of a reflecting surface. Though a maximum penetration interpretation would
no longer be valid, the result may still yield a useful weighting.

Retrieval were made for the clouds of Table 3 overlying Lambertian surface
reflectances of 0.20, 0.10, and 0.05 for the 1.6, 2.2, and 3.7 um bands, respectively. The
surface albedos are based on nominal values for measured vegetation scenes {Kaufman et
al., 1997]. As before, comparisons are made assuming the optical thickness is known
exactly, eliminating specification of the visible surface albedo. In nearly all cases,
retrievals changed insignificantly in the presence of the known reflecting surface (by less
than 0.05pum). The single exception was the 1.6 um band retrieval for the cloud with
7.=8, which showed a difference of about 0.2 pm for the linear profile (1)), the adiabatic
profile gave a smaller difference. This cloud model and band also proved problematic for
the weighting estimates of Table 3. In general, relatively thick clouds will have enough
absorption in the near infrared to effectively hide the surface from reflecting photons and
consequently there can be no discernible change in the retrievals. Thinner clouds might
allow the surface to have an impact on the weighting, but the relatively small changes in
droplet size with height expected in a thin cloud should limit the impact on retrievals.
Even a thin cloud, with a rather unlikely larger range in droplet size, can show little effect
from the surface. For example, consider a cloud with 7.=3, Fhase=5 UM, F1op= 10 m
(equivalent angles as in Table 3). Retrievals made with the reflecting surface were at
most, 0.04 um larger than retrievals made with the black surface, for all bands and
profiles.

These examples suggest that the effect of a known surface reflectance on droplet
size retrievals from vertically inhomogeneous clouds is negligible. If generally true,
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calculations of w,, for a cloud overlying a black surface can still be used in estimating
retrieved droplet sizes for clouds overlying vegetation.

5.4 Retrievals Based on Single Scattering

Details of the of the droplet phase function in the backscattered direction can be
observed in the glory pattern. This is a single scattering phenomena where the difference
in scattering angle between brightness peaks of the glory and/or the location of the peaks
can be used to estimate droplet size [Spinhirne and Nakajima, 1994]. Similarly,
polarization patterns observed with the POLDER instrument aboard the ADEOS satellite,
also a single scattering method, have been used to infer cloud top droplet sizes
[Descloitres et al., 1998]). Due to the single scattering constraint, droplets contributing to
either the glory or polarization pattern will be, on average, at a depth corresponding to the
mean free optical path for scattered photons. By definition, the mean free path is an
optical path of unity, and so representative droplets will be located at an optical depth of
(' + "Y' (accounting for slant path propagation). This can also be derived from either
of the two weighting functions, w, and w’, which are now equivalent for singly scattered
photons. Following Eq. 4, the single scattering contribution to reflectance originating
from a differential layer located at a depth t can be written as dR(7) = @, p(O)exp(-ar)dr,
where p(©) is the scattering phase function at the scattering angle ©, and a=p" + ' The
single scattering contribution from all differential layers between cloud top and the depth
ris found by integrating the last expression, assuming p(©) is constant over the vertical
region where exp(-ar) is significant. The integration gives R(1)=0,p(®)a’ [1-exp(-an)].
The denominator of Eq. 4, R(.), then becomes @,p(©)a’ for a cloud optical thickness
such that arz>1, and the derivative in the numerator is evaluated as
dR(1)/d 7=, p(©)exp(-a7). The ratio gives the weighting for single scattering as

Weingle(D) = a ¢ 7. (5)

The average optical depth, 7, is given by the first moment of Eq. 5, which is a' as
expected. Note that 7 <0.5 (maximum for overhead solar and viewing angles). This close
proximity to cloud top implies that single scattering retrieval methods will infer larger
droplet sizes than the reflectance-inferred retrievals for adiabatic clouds, except in the
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optically thin limit where both are equivalent. As an example, optical depths
corresponding to retrieved effective radii were given in Table 4 for the adiabatic cloud
model with 7.=8. The table shows those depths to be much greater than the single
scattering average depth for all bands, and at all viewing angles. For instance, the 2.2 um
band retrieval at z=0.85 and 1, =0.65 corresponds to a depth of 3.7 (effective radius of
10.6 um), whereas the single scattering depth is 0.37 (effective radius of about 12 pum).
However, cloud parcels this close to cloud top might be subject to significant entrainment
from above. Regardless, it is practically difficult to get a statistically meaningful in situ
measurement of droplet sizes this close to cloud top since an optical depth of 0.37 in this
example implies a geometric depth of less than 10m. Single scattering methods might
therefore provide a practical method for studying cloud top microphysical processes.

5.5 Weighting Functions for Emission

Cloud thermal emission can be a significant, and sometimes dominant, part of the
total measured intensity in the 3.7um band. For example, a uniform cloud that is
optically thick at this wavelength (1.=6), with an effective radius of 10pum and a
temperature of 290K, emits radiation that is roughly equivalent to the reflected solar
radiation. Larger effective radii would have greater droplet absorption, thereby
increasing cloud emissivity and emission, and decreasing cloud reflectance or
transmittance. Reflectance-based retrieval algorithms compare the total upwelling 3.7 ym
measured intensity with reflectance and emissivity libraries calculated from
homogeneous cloud models. Because of differences in the source of the radiation, it is not
obvious that emitted and solar reflected (or transmitted) radiation in vertically structured
clouds would be represented by the same homogeneous cloud effective radius. Emission
is further complicated by a potentially significant thermal structure. Analogous to the
previous use of vertical weighting functions in solar scattering problems, we seek a
function such that Eq. 3 approximates the effective radius of a homogencous cloud
having the same emission as the vertically inhomogeneous cloud. We denote this vertical
weighting function as we(t,%., ) corresponding to emission in the viewing direction y. In
general, for a vertically structured cloud, two separate weighting functions will be needed
1o describe emission transported to both cloud base and cloud top boundaries. In the
following discussion, it is simpler to just use a single notation for both (unlike the use of
superscripts in the solar weighting notation).
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A straightforward candidate weighting for layer emission is one proportional the
amount that a differential cloud layer contributes to the overall emitted intensity, ic., a
weighting defined such that we(r,z,u)dt gives the radiation emerging at a cloud
boundary in the direction g, due to photons emitted in all directions from a layer of
thickness dz, located at a depth , in a cloud of optical thickness 7.. The normalization of
this weighting is therefore the net cloud emission in the direction p. The weighting is
derived by first determining layer emission and then accounting for transport of layer
emission to the boundaries. Radiation emitted by a differential cloud layer is B(T)dz(1-
@,)/1, where dr(1-@,)/u is the layer emissivity, B(I) the Planck function, T the
temperature of the differential layer, and @, the layer’s single scattering albedo. As
usual, it is understood that all scattering and emission quantities are a function of
wavelength as well as position within the vertically inhomogencous cloud. Transport of
layer emission to the cloud boundaries can be obtained from the escape operators, or
escape matrices in the present numerical implementation. A discussion of escape
operators in homogeneous emission problems and some examples are given in Twomey
[1979]. Modifications to vertically inhomogeneous layers are straightforward.

For low-level adiabatic clouds, temperature decreases approximately linearly with
height up to several kilometers in thickness. For a cloud 300 m thick (considered in Table
2), the temperature difference between cloud base and cloud top would only be a couple
of degrees Kelvin. A sub-adiabatic cloud may be expected to have an even smaller lapse
rate. In the 3.7 um band, AT=2 K corresponds to less than a 10 % difference in the Planck
function for warm clouds. For such cases, we can consider the clouds to be isothermat to
first order. With B(T) a constant, the proposed emission weighting reduces to the
effective emissivity of the layer as observed from cloud top or base. Since 1-@, is
approximately proportional to effective radius for cloud droplets in the near-infrared
{Twomey and Bohren, 1980}, replacing the weighting’s dt(1-@,)/u layer emissivity term
with dt/u would appear to give a weighting more appropriate for use in Eq. 3. The
following examples suggest that this modification does help in describing cloud-top
emission when modeled cloud effective radii decrease with height, but that the original
weighting definition using layer emissivity works better when effective radii increase
with height. This indicates that neither of the two weightings are exact in the sense of
Eq. 3. Still, they provide an adequate approximation as demonstrated below.

Cloud-top vertical emission weightings for the 3.7 um band were determined for
four isothermal clouds with the vertical structure described in Table 2. The weightings
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were then used in Eq. 3 to approximate the effective radius of a homogeneous cloud
having the same cloud-top emission as the vertically structured cloud. Results are
summarized in Tables 6a for r. increasing with height, when using the weighting
proportional to layer emissivity. Table 6b gives results with r. decreasing with height
{equivalent to the cloud base emission weighting estimate when 7, increases with height)
and using the modified weighting. These results can be compared with the droplet size
inferred by matching calculations of homogeneous cloud-top emission for a range of
effective radii, with the vertically structured cloud emission. This is analogous to a
reflectance-based effective radius retrieval and is referred to in the table as the emission-
only retrieval. Potential surface emission transmitted through the cloud is ignored. The
weighting-derived effective radii are generally within several tenths of a micron of the
retrieved size for the adiabatic clouds, and typically better than half a micron for clouds
specified by effective radius linear with optical depth.

For comparison, Table 6 also gives reflection-inferred effective radius retrievals,
referred to as reflectance-only retrieval (copied from Table 3). The very encouraging
conclusion is that reflectance and emission-inferred effective radii retrievals for all
modeled clouds are, on average, within 0.2 um of each other and with a maximum
difference of 0.4 um; for the adiabatic cloud models, the maximum difference is 0.2 pm.
For a homogeneous cloud. a single effective radius will of course correctly represent both
cloud reflectance and emission. We have just seen that a consistent effective radius is
likely to represent both reflectance and emission in vertically structured clouds as well. If
this were not the case, retrieved radii would lie somewhere between the reflectance-
inferred and emission-inferred size, depending on cloud temperature and structure. These
results are somewhat remarkable given the difference in the emission and reflectance
vertical weighting functions. An example is shown in Fig. 6. Despite the two weightings
being significantly different, the weighting-derived effective radii are within 0.4um of
each other.

Emission weighting function discussed in this section should also prove useful for
studying cloud particle size retrievals using longer wavelengths, such as the 8.5, 10, and
11um bands [4ckerman et al., 1998], and in comparing size information from those
algorithms with solar scattering methods.
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6. Information Regarding the Droplet Size Profile

To the extent that the retrieved effective radius varies with each near-infrared
band in the examples of Table 3, there is evidently some information regarding the
droplet size profile that may be inferred from the three retrievals. The weighting function
plots of Fig. 5a also demonstrate that each near-infrared band is sampling the cloud layers
in different proportions, suggesting the possibility of an inversion for the size profile.
However, the relatively monotonic nature of the functions, except for a small maximum
near cloud top, makes them less than optimum for inversions. A quantitative assessment
of the information content in the three reflectance-based retrievals will be discussed in
this section, Tt is the information content that is of immediate interest. Implementation
and testing of an actual inversion algorithm is not undertaken. Ultimately, the usefulness
and required accuracy of an inversion depends on the intended application (e.g.,
improvement in liquid water path estimates, cloud process studies, etc.).

At most, three pieces of unique information regarding the profile shape can be
acquired from the three retrievals. However, both the figure and the retrieval results make
it clear that there is relatively little difference in the informational content of the 1.6 and
2.2pum bands compared with the 3.7um band. There will be an obvious difficulty in
realizing unique information from both shorter wavelength bands when differences
between the two retrievals are less than the retrieval uncertainty. For such a case.
information is effectively limited to two pieces of information. Retrieval uncertainty can
be present in the form of measurement error, error in weighting function effective radius
estimates, and numerical error. The eigenvalues of the covariance, or correlation, matrix
are a useful indication of the number of pieces of information provided by the three
weightings in the presence of error. The elements of this symmetric matrix, Cij, are given
by the inner product of the weightings (the weighting functions are equivalent to the
kemnels in inversion theory). For example, we can let Ciy = | w,4(7.7)w,, (7.7, )d7, Where
the indices 1 and 2 refer to the 1.6 and 2.2 um weightings, respectively. Likewise, index 3
will refer to the 3.7 um band. It is useful to further normalize the retrieval equation (Eq.
3) by r¢ which, in turn, scales the covariance matrix (Cij—Cijlreire;). Let e, represents the
relative error in retrieving rs (assumed constant in all bands). Then for all weightings to
contribute unique information, the minimum cigenvalue of the scaled covariance matrix
must be greater than about e//Nrn?. where N is the number of measurements and r» the
mean value of the unknown r.(7) profile [Twomey, 1977].



29

As an example, consider the cloud specified by 7.=8, rpas=5um, Fiop=12 Hm,
with an adiabatic profile and geometry p=0.85, 11,=0.65 (retrievals given in Table 3). The
value of r,, is about 10 um for this cloud. Our own analysis suggests that it is doubtful
that typical relative retrieval error can be expected to be better than 5% in any band (due
to limitations in cloud model library calculations and instrument uncertainty).
Furthermore, the 1.6 pm band weighting function gave about 2.5 % error in the retrieval
estimate for this cloud (Table 3a); weighting function error in the other bands were about
1% or less. The combination of retrieval error and weighting function error suggests a
minimum relative error in the range of 5-10%. Therefore the minimum eigenvalues of
the scaled covariance matrix need to be greater than about 8x107° to 3x107 for this
example if each retrieval is to add information. It was found that the smallest eigenvalue
(1x107%) is less than or equal to these limits while the other cigenvalues are larger,
implying that only two pieces of information are available regarding the size profile. The
0.1um difference between 1.6 and 2.2 um weighting-derived retrieval estimates (Tables
3a. 4) conveys the same conclusion. Some improvement can be had by using different
viewing angles for each band, which is possible in low-level aircraft measurements. As
shown in Fig. 3a, the peak in the weighting function moves toward cloud top and narrows
as viewing zenith angle increases. The previous example was repeated with a viewing
geometry of ©=0.95, 0.65, and 0.45 for the 1.6, 2.2, and 3.7 um bands, respectively.
After scaling , the eigenvalues are now 6.3x 107, 9.6x10™, and 3.2x10°. This implies that
three pieces of information might be possible for 5 % relative error, but only two pieces
can be expected for 10% relative error. This is in accord with expectations from the
retrievals results (Table 4), where the 1.6 and 2.2 um retrieval size difference is 0.5 um,
or about 5%. The analysis is for one particular case. Results will vary with cloud
thickness, effective radius profile, and available geometry. However, similar conclusions
occurred for other profiles and clouds from Table 2.

If three pieces of information are possible, it is not clear which three pieces are
feasible. For instance, we could attempt to retricve the three parameters ay, ui, and x in
the analytic formula for the cffective radius profile given in Table 1. As an alternative,
(1) could be described by the three coefficients of a second-order polynomial. Though a
quadratic is adequate for approximating profiles ¢’ and /> of Fig. 1, a third-order
polynomial is required to sufficiently approximate a typical adiabatic size profile.
However, a quadratic form simplifies the quadrature of Eq. 3, giving the retrieved radius
in any near-infrared band in terms of moments of the weighting function (i.e.,

r=a, +a,7T+a 70, where the s are unknown coefTicients of the quadratic fit, 7 is the
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first moment of wn(t,7.), etc.). Retrieval estimates for the 1.6, 2.2, and 3.7 pum bands can
then be expressed in matrix form by the rows of the equation re=Aa, where a is the
unknown vector, re constitutes the measurement vector, and the matrix A contains the
moments. Other profile retrieval alternatives include the effective radii in three layers of
specified depth, or the effective radii in two layers of variable depth. If only two pieces of
information are possible, a linear fit to the size profile might be retrieved (a physically
unlikely profile as previously discussed) or alternatively, the effective radii in two layers
of fixed depth.

Equation 3 for the weighting-derived retrieved droplet size estimate appears
similar to a Fredholm integral of the first kind, an integral form which serves as a basis
for a wide range of atmospheric inversion problems [Twomey, 1977]. However, the
kernel in this equation is the maximum penetration weighting w, which, though not
explicitly indicated above, is also a function of the unknown profile r.(1). The resulting
non-linearity between retrievals and the unknown precludes the use of a constrained
linear inversion unless a linearized form of the equation, with a constant weighting
function (e.g., derived from a nominal profile), proves satisfactory. Otherwise, an
iterative approach is required.

In summary, the ability of three separate near-infrared band retrievals to infer
three unique pieces of information regarding the droplet size profile is problematic at a
fixed viewing angle (at least for the cloud example considered). It is likely that such an
inversion would be limited to two pieces of information. The use of multiple viewing
angles allows for the possibility of obtaining a third piece of information.

7. Discussion and Conclusions

Cloud optical thickness and microphysical remote sensing retrievals using solar
measurements make use of information contained in a visible and near-infrared
atmospheric window bands (at 1.6, 2.2, and 3.7um). The near-infrared bands have
various amounts of absorption for water which increases with wavelength and cloud
droplet size. Retrieval algorithms make use of cloud reflectance (possibly transmittance)
look-up tables calculated from plane-parallel, homogeneous cloud models. The
implication is that either observed clouds can be considered approximately homogeneous
for retrieval purposes, i.e., vertical structure has little influence on effective radius
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retrievals, or else the retrieval is understood to be the plane-parallel, homogeneous
equivalent value. If clouds are inhomogeneous, then separate near-infrared band
retrievals may infer different effective radii, a situation which has been observed in
airborne radiometer data [Plamick et al., 1999]. We have relaxed the vertical
homogeneity constraint in this paper and looked at the effect of modeled vertical droplet
size profiles on retrieved effective radii.

Modeled effective radius profiles were developed for clouds which are sub-
adiabatic at upper levels, adiabatic clouds, and two cloud models with drying at
midlevels. For adiabatic clouds, absolute differences between 1.6 and 2.2 pum retrievals
are typically half a micrometer or less, about the same size as the minimum expected
retrieval error; 3.7 um retrievals may be larger than for either of the other two bands
(almost one micrometer for the adiabatic cloud models considered). Clouds with midievel
drying had the largest differences, up to one micrometer between 1.6 and 2.2 um band
retrievals, and over 1.5um differences between 2.2 and 3.7pum band retrievals. All
retrievals were made assuming that the cloud optical thickness was known without error,
despite there being some coupling between size and thickness retrievals, especially for
the 1.6um band. Retrievals provided reasonably good liquid water path estimates for
adiabatic clouds, overestimating by about 5% on average for 1.6 and 2.2 pm retrievals
and 12% for 3.7 um retrievals. The maximum cloud optical thickness being modeled was
15, and water path error will increase with optical thickness (all else being equal). The
midlevel drying cloud models caused overestimates of 10 to 20% in the 2.2 and 3.7um
retrievals. In summary, adiabatic cloud retrievals showed relatively minor influences duc
to the vertical structure of cloud droplet effective radius. Clouds which are sub-adiabatic
at upper levels give retrieval results that are even more homogeneous-like. Multilayer
cloud systems are likely to have the most significant retrieval signatures.

Several vertical weighting functions were proposed for approximating the
retrieved size. The most accurate weighting for reflection retrievals was one based on
maximum photon penetration. This weighting was able to predict retrieved radii from the
various vertically inhomogeneous cloud models to within a tenth of a micrometer for the
2.2 and 3.7 um bands, and within a third of a micrometer for the less absorbing 1.6 um
band. Retrievals from glory or polarization single-scattering reflectance patterns infer
droplet sizes from the very uppermost region of the cloud (within meters of cloud top).
and thus may be substantially different from total reflectance retrievals (dominated by
multiple scattering). For the same reason, single scattering retrievais would be difficult, if
not impossible, to validate. In addition to providing information regarding the scale of
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vertical transport, the weightings provide a means for investigating and understanding the
possibility of an inversion for the droplet size profile using the three near-infrared size
retrievals. Analysis shows that the most likely possibility for realizing three unique pieces
of information from the retrievals is through the use of multiple viewing angles.

Though the emphasis of this work has been on multiple scattering weighting
functions for liquid water clouds, the derived techniques should be applicable to any
multiple scattering plane-paralicl radiative transfer problem, including arbitrary
combinations of cloud (liquid or ice particles), aerosol, and gas layers.
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List of Figures

Fig. 1 Example of the four analytic models for the vertical profile of effective radius, re,
considered in Table 1 for the same prescribed boundary conditions (total cloud optical
thickness, 7., is 8 and effective radius is 5 um and 12 pum at cloud base and top,
respectively). The top plot shows effective radius as a function of optical depth, 7. The
bottom two plots show the corresponding profile of 7, and cloud liquid water content,
LWC, as a function of geometric height z, where A is the total thickness. The constraints
used in deriving the profiles are indicated along side each plot. Note that for an otherwise
identical cloud processes, cloud top r. and LWC would be smaller for the sub-adiabatic
profile (shown for x=0.75).

Fig. 2. Two proposed normalized vertical weighting functions, W (proportional to
maximum photon penetration) and wy (proportional to number of photon scatterings),
for a 2.2 pum channel, using both superposition formulae (lines) and Monte Carlo
calculations (symbols). Calculated for a cloud with a total optical thickness of 8, effective
radius varying from 5 pum at cloud base to 12 um at cloud top with profile C in Table 1,
cosine of solar zenith and viewing angles of (,=0.65 and y=0.85, respectively, and an
azimuthal average. Plots of the scattering-based weighting function include weightings
for both reflected and transmitted photons, wi and wy, respectively.

Fig. 3. The dependence of the normalized vertical weighting functions on cloud optical
thickness, 7., for reflectance(top plot) and transmittance (bottom), for a 2.2 um channel.
For effective radius varying from 5 um at cloud base to 12 um at cloud top with profile C
in Table 1, cosine of solar zenith and viewing angles of u=0.65 and p=0.85,
respectively, and an azimuthal average.

Fig. 4. Normalized vertical weighting wn for bidirectional reflectance, for visible and
near-infrared cloud remote sensing channels, calculated using the superposition formulae
discussed in the text, and the cloud described in Fig. 2. The cloud optical depth
corresponding to the retrieved radii for each near-infrared channel is also indicated.

Fig. 5a. The dependence of the normalized bidirectional reflectance weighting wp, on the
cosine of the viewing angle, y, for the three near-infrared channels, and the cloud
described in Fig. 2. The weighting for reflected flux, or albedo, is also shown.

Fig. 5b. Same as Fig. 4a, but for the bidirectional and flux transmittance weighting
function w.

Fig. 6. Example of normalized reflectance and emissivity weightings for a 3.7um
channel. Calculated for a cloud with a total optical thickness of 8, effective radius varying
as from 5 pum at cloud base to 12 um at cloud top with profile C in Table 1, cosine of
solar zenith and viewing angles of 1;=0.65 and =085, respectively, and an azimuthal
average. Though the curves are significantly different, the weighting-derived effective
radii (Eq. 3) differ by only a few tenths of a micron for the profile chosen.
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Vertical structure
Cloud profile D profile B
specifications (adiabatic)
* » * L3 * *
Te A T, r, r, r, I r, r,
(um) clou(ipl;:s)e-top retrieval Wy, estimate W,rv estimate retrieval Wi estimate W;v estimate
(um) (um) (um) (um) (Hm) (um)
15 1.6 4-10 7.3 7.9 8.1 88 9.1 9.3
2.2 8.1 83 8.4 9.3 9.3 9.4
3.7 9.4 9.3 93 9.9 9.9 9.9
10 1.6 6-15 10.8 11.3 12.0 13.0 13.2 13.7
2.2 11.8 11.7 122 13.6 13.5 13.9
7 13.4 13.3 13 1435 14 .4 145
8 1.6 5-12 8.0 89 9.6 10.2 10.5 109
22 9.1 9.1 9.7 10.7 10.6 1.0
3.7 10.5 10.3 10.4 11.4 11.4 11.4
5 1.6 8-12 10.0 10.2 10.6 10.4 10.6 1.0
2.2 10.3 10.3 10.7 10.7 10.7 11.0
3.7 10.9 10.8 11.0 1.2 11 113




Table 4. Weighting-derived effective radius retrieval versus cosine of th

Table 3b. Same as Table 3a, but for plane-parallel cloud layers with effective radii decreasing towards cloud top.

Vertical structure
Cloud profile D profile B
specifications {adiabatic)
* * x * * *
T A r, r, r, r, r, r, r,
(um) CIO“‘:L?:;‘IO‘) retrieval Wy, estimate  wy estimate retrieval W, estimate Wy estimate
(um) (um) {um) (um) (um) (um)
15 1.6 10-4 6.0 57 5.6 4.5 4.3 4.2
2.2 56 5.4 5.3 42 4.2 4.2
3.7 4.8 4.7 4.6 4.0 4.0 4.0
10 1.6 15-6 9.2 9.2 8.7 6.9 6.8 6.5
22 8.6 8.7 8.4 6.6 6.6 6.4
3.7 7.5 7.4 7.3 6.2 6.2 6.1
8 1.6 12-5 7.5 7.7 7.2 5.8 5.7 54
2.2 7.2 7.3 7.0 5.6 55 54
37 6.5 6.4 6.2 5.2 5.2 52
5 1.6 12-8 9.8 99 9.5 92 9.1 8.7
2.2 9.7 9.8 9.5 8.9 9.0 8.7
3.7 9.2 9.2 9.1 8.5 8.5 8.4

varying from rya,. =5 UM to ry,, = 12 um with an adiabatic protile, and iy = 0.65.

¢ viewing zenith angle, i Calculated for 7.=8, effective radi

Viewing 1.6 um 2.2 um 3.7 um
zenith n T 1-z/h r T 1-z/h r T 1- zth
angle Wi correspor}ding correspogding W correspor}ding correspor‘\ding Wi correspor‘lding correspor:ding
po | el en e el en R ¢ CF
0.95 10.4 4.2 0.38 10.6 38 0.34 1.3 22 0.19
0.85 10.5 4.0 0.36 10.6 3.7 0.33 11.4 1.9 0.16
0.75 10.6 38 0.34 10.8 34 0.30 11.5 1.7 0.14
0.65 10.7 3.5 0.32 10.9 3.1 0.28 11.5 1.5 0.12
0.55 10.8 33 0.29 11.0 29 0.25 I1.6 1.3 0.10
0.45 11.0 3.0 0.26 i1 2.5 0.22 11.7 1.1 0.09
0.35 11.1 2.6 0.23 11.3 22 0.19 11.8 0.8 0.07
0.25 11.2 23 0.19 11.4 1.9 0.15 11.8 0.6 0.05
0.15 11.4 1.9 0.16 11.5 1.5 0.12 11.9 0.4 0.04




Table 5. Comparison of reflectance-inferred liquid water path (LWP) with the actual water path. Calculations are for horizontally
homogeneous plane-parallel cloud layers with effective radii increasing towards cloud top. Two analytic possibilities for the functional
dependence of cffective radius on cloud optical depth are considered (see Table 2). The total cloud optical thickness, 7. is assumed to
be known exactly when determining the retrieved effective radius. Comparisons are for bidirectional reflectance with gy = 0.65, u=0.85.
and an azimuthal average. Calculations are for a black surface at all wavelengths.

Table 6a. Comparison of 3.7 um reflectanc
effective radius retrieval corresponding to re
equivalent to that of the vertic
homogeneous cloud giving an
emission weighting, w,, propo
h effective rad

parailel cloud layers witl
for 1g=0.65, p=0.85, an azimu

exactly. Comparisons ar¢

Cloud Vertical structure
specifications profile B
(adiabatic)
T A o ry LWP LWP
(um) cloud base-top retrieval  retrieval/actual  actual
(um) {um) (gm™)
15 1.6 4-10 8.8 1.06
2.2 9.3 1.10 89
3.7 9.9 1.17
10 1.6 6-15 13.0 1.03
2.2 13.6 1.08 88
3.7 4.5 1.15
8 1.6 5-12 10.2 1.00
22 10.7 1.05 57
3.7 11.4 1.12
5 1.6 8-12 10.4 1.00
22 10.7 1.03 37
3.7 11.2 1.05

ally structured
emissivity equ
rtional to (1-@,)d7 /u,. wit
ii increasing towar

e-inferred effective radius re
flectance is the droplet size of a homogeneo
cloud. The effective radius retrieval correspon
ivalent to that of the vertically structured clou
h Eq. 3 is also shown.
ds cloud top. The total cloud optic
thal average, and a black surface.

Calculations are

trievals with that of emission for an isothermal cloud. The
us cloud giving a bidirectional reflectance
ding to emission is the droplet size of a
d; an estimate of this radius using an
for horizontally homogeneous plane-
al thickness. 7., is assumed to be known

Vertical structure
Cloud
specifications profile D profile B
(adiabatic)
T A re re re re r r ry
(um) cloud base-top | reflectance-only emission-only Weeslima!e reflectance-only emission-only W estimate
(um) retrieval retrieval (um) retrieval retrieval e( pm)
(1m) (um) (1m) (um)
15 3.7 4-10 9.4 9.1 87 9.9 9.8 9.6
10 3.7 6-15 13.4 13.0 12.5 14.5 142 13.9
8 3.7 5-12 10.5 10.1 9.8 11.4 112 11.0
5 3.7 8-12 10.9 108 10.6 11.2 11.1 10.9




Table 6b. Same as Table 6a, but for plane-parallel cloud layers with effective radii decreasing towards cloud top, and an emission

weighting, w,, proportional to dr /y;.

Vertical structure
Cloud
specifications profile D profile B
P (adiabatic)
* * * * N -
T A r, T, r, A r, r, A
(um) cloud base-top | reflectance-only ~ emission-only w, reflectance-only  emission-only w,
(um) retrieval retrieval estimate retrieval retrieval estimate
(um) (um) (um) {um) (um) (um)
15 3.7 10-4 4.8 5.1 52 4.0 4.2 4.2
10 3.7 15-6 7.5 7.6 8.4 6.2 6.3 6.5
8 3.7 12-5 6.5 6.8 7.1 5.2 5.4 5.5
5 3.7 12-8 9.2 9.4 9.6 8.5 8.6 8.8
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Fig. 1. Example of the four analytic models for the vertical profile of effective radius, r,, considered in
Table 1 for the same prescribed boundary conditions (total cloud optical thickness, 7., is 8 and effective
radius is 5 um and 12 um at cloud base and top, respectively). The top plot shows effective radius as a
function of optical depth, 7. The bottom two plots show the corresponding profile of r, and cloud liquid
water content, LWC, as a function of geometric height z, where 4 is the total thickness. The constraints used
in deriving the profiles are indicated along side each plot. Note that for an otherwise identical cloud
processes, cloud top ., and LWC would be smaller for the sub-adiabatic profile (shown for x=0.75).
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Fig. 2. Two proposed normalized vertical weighting functions, w, (proportional to
maximum photon penetration) and wy (proportional to number of photon scatterings),
for a 2.2 um channel, using both superposition formulae (lines) and Monte Carlo
calculations (symbols). Calculated for a cloud with a total optical thickness of 8, effective
radius varying from 5 m at cloud base to 12 um at cloud top with profile C in Table 1,
cosine of solar zenith and viewing angles of 1=0.65 and u=0.85, respectively, and an
azimuthal average. Plots of the scattering-based weighting function include weightings
for both reflected and transmitted photons, wy and wy, respectively.
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Fig. 3. The dependence of the normalized vertical weighting functions on cloud optical
thickness, 7., for reflectance(top plot) and transmittance (bottom), for a 2.2 um channel.
For effective radius varying from 5 um at cloud base to 12 pm at cloud top with profile C
in Table 1, cosine of solar zenith and viewing angles of py=0.65 and u=0.85,
respectively, and an azimuthal average.
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Fig. 4. Normalized vertical weighting w,, for bidirectional reflectance, for visible and
near-infrared cloud remote sensing channels, calculated using the superposition formulae
discussed in the text, and the cloud described in Fig. 2. The cloud optical depth
corresponding to the retrieved radii for each near-infrared channel is also indicated.
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Fig. 5a. The dependence of the normalized bidirectional reflectance weighting w,, on the
cosine of the viewing angle, u, for the three near-infrared channels, and the cloud
described in Fig. 2. The weighting for reflected flux, or albedo, is also shown.
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Fig. 5Sb. Same as Fig. 4a, but for the bidirectional and flux transmittance weighting
function wh.
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Fig. 6. Example of normalized reflectance and emissivity weightings for a 3.7 um
channel. Calculated for a cloud with a total optical thickness of 8, effective radius varying
as from S um at cloud base to 12 um at cloud top with profile C in Table 1, cosine of
solar zenith and viewing angles of 11p=0.65 and u=0.85, respectively, and an azimuthal
average. Though the curves are significantly different, the weighting-derived effective
radii (Eq. 3) differ by only a few tenths of a micron for the profile chosen.



